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Abstract: 
This document reports on the completion of Intellectual Output 2 of the ILSA 
(Interlingual Live Subtitling for Access) project (2017-1-ES01-KA203-037948), devoted 
to identifying the professional skills from subtitling and interpreting required to perform 
interlingual live subtitling (ILS) and to the development of a new speech recognition 
software in Galician. This IO includes the largest experiment conducted so far on ILS, 
with a pilot study and three 4-week experiments analysing the performance of interpreters 
and subtitlers in this new discipline, along with targeted focus groups. The results have 
already been presented at nine international conferences, as well as in Multiplier Event 3 
in Vienna, and have been accepted for publication at The Interpreter and Translator 
Trainer, a leading peer-reviewed journal on translation and interpreting. The results of 
this IO have informed the skills map developed in IO3 and the interlingual live subtitling 
(ILS) course planned in IO4. 
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The following 4 sections include information (as presented in several international 
conferences) about the experiments conducted in the ILSA project to identify, for the 
first time, the professional skills from subtitling and interpreting required to perform 
interlingual live subtitling (ILS).  
 
1. Aims 
 
 

 
 
 
2. Description of the trials 
 

 



 
   

 
 
3. Results 
 



 
   

 
 
 
 
 
 
 
 
 
 



 
   

 
 

 

 
 



 
   

 

 



 
   

 

 



 
   

 

 



 
   

 

 



 
   

 

 



 
   

4. 

 
4. Conclusions 
 

 

 



 
   

 
 
 
5. Development of speech recognition software in Galician 
 
As explained in the abstract above and in the application of the ILSA project, another aim 
of this IO, in line with the need to develop access at a regional level, was to contribute to 
the development of a new speech recognition software in Galician. The collaboration 
between UVIGO, the research group GTM (Engineering Faculty, UVigo), the Galician 
Parliament and the public Galician broadcaster TVG has resulted in the first speech 
recognition software in Galician, which can enable the provision of live subtitling for 
news programmes watched in Galician by 1.5M people daily.  
 
The following slides, presented by Maria Rico, Laura Docío and Carmen García Mateo 
(UVigo) at the international conference Languages and the Media, provide an account of 
the work carried out to develop the software. 
 
 

 
 



 
   

 
 

 

 



 
   

 

 



 
   

 

 



 
   

 
 
As can be seen in the information provided, in order to provide live subtitles in 
Galician, the software developed as part of this project must be used for post-edition 
rather than respeaking. In other words, once the recognition has been made, a human 
operator must correct the errors and then broadcast the subtitles. 
 
Indeed, whereas it is estimated that it normally takes 6 hours to subtitle a 1-hour 
programme, with the software as it is, this time could be reduced to 5 hours and, should 
automatic punctuation and capitals be included and refined, this time could be further 
reduced to 1,5 hours.  
 
It thus looks like the software developed here can therefore not only facilitate the first 
ever provision of live subtitles for the public Galician broadcaster (TVG) and the 
Galician Parliament but can also become an extremely useful tool to expedite the 
subtitling of pre-recorded material too, such as TV programmes, films, etc. 
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